Breakout Session on Land Cover - Land Use and Use Cases
Attendees:  Dalia Veranka, Ola Ahlqvist  (Ohio State U) , Gary Berg-Cross (SOCoP), James Wilson  (JMU) , Kuan Song (UMD), Steven Marsters (BAH- MD work), Greg Joiner BBN Tech)
On the Phone Nancy Wiegand (others?)
Orientation 
Ola started the meeting off by discussing his  PhD (Context Sensitive Transformation of Geographic Information, Dissertation No.16, The Department of Physical Geography Stockholm University Dissertation Series, 141p.) and post-doc work at PSU.
His research interests revolves around classification that support the dynamics of geo-science semantic uncertainty of geographic data and how that affects studies of land use and land cover. Within this he is interested in land use dynamics. One example is how land cover changes when we move from say Arkansas Vs. Pennsylvania.  The climate is vastly different and this complicates communication between researchers. 

One example concerns a land cover map on Somalia.  Based on the categories one could see from remote sensing  fire in the “dessert”. It turns out that  militia, who had 
set fires in grass and forest, now seem to be setting fires in “sand”.  It turns out that local village ground looks like sand, but were burning. So land cover  use was not reliable, and why would you trust it?

 (Ola will add a brief summary of his remarks)
There was 1992 Land cover data use followed up in 2001. But the  land cover changes between 1992 and 2001 on categorical National land Cover Data made them in compatible so comparisons based on classes were misleading. A traditional overlay approach says this changed from this to this.  That is problematic due to possibility of combinational explosion.  One questions was whether it just the # of attributes that changed from 92 to 01?  No that is relatively fixed except when a new use comes up and needs a new dimension. So peple went back to the old Land use data of 92 and reclassified it and reprocessed it into 2001 categories. But more was need to resolve this issue than to covert the 92 data into the 2001 form. This also meant making class definition changes (Class: Natural forested upland  sub-class: Deciduous forest).

Another experience is one can’t find the ONE ontology, usually developed top-down), but have to live with local ones (developed bottom up) that get harmonized.
Ola’s work has looked at how Cognitive  Science (E.g Rosch or Lakoff or Gärdenfors’ 2000 cognitive theory of conceptual spaces) looks at cognitive categories adding up features. There are 2 approaches:
1. List of features – which has the problem of values

a. FAO and land cover classification system is a collection of attributes.

2. Feature Dimensions – each vegetative class has certain attribute values that are internal to it.  

a. An example is that from June –Aug we get water covered areas.  It is different in the interval from Dec.-Feb.
Dalia added that Ola’s bottom up/local view is what others talk about as domains and ranges. Some also talk about this as micro theories (called MT in Cyc).
Ola believe that it makes sense to look from bottom up stance at pieces (like the time interval of land date) and add/aggregate these to the definitions. This takes ontological analysis.  Gary expressed this as the idea that “ontological analysis is prior to representation.”  That IS analysis is grounded at the “bottom”. In Amit’s  talk he discussed the huge stream of data, some real-time, that was becoming available and that one way to manage this comes from abstractions (inductions) developed from it.
(Ola) The problem is that we still have crisp “features” w/o being able to resolve the problems when there is uncertainty.  I may have all your features plus some and so am in effect a sub-class of you but using the same class name or term .

Approach – for any domain agree on descriptive features like tree cover and soil fertility that are measurable. What we need is more of a dynamic definition.
James Wilson asked where are the natural concepts  for forest as a group/aggregation of thing-parts. Traditional Land Cover concerns Agricultural use.  But others have different used and hence feature items that are weighted differently.

Kuan Song agreed with some of the traditional problems and doing a better job by considering local use of concepts. He talked about UMD work on remote sensing. Some land cover concepts work in maryland, but not in other locations. (Some never published and Kuan will add a brief synopisis of his work and ideas here.).  Part of the problem was classification systems using neural nets and decision trees used for years. Classifiers all have hidden assumptions of closed system designed by CS not geographers (Curtis Woodcock of BU?), said generalization is the key and Song’s work on forest cover change follow from this. So key of classifier is what we chose to believe in is key to classifier say of remote sensing. I believe there is a forest here and he believes it is something else.
One lesion is that you needed to look at other things. If you think there are common things you can proceed.

There are then interesting things you can do such as asking a query as if it is 10 years ago…but using new data perspective.

Gary talked about considering having a View (like an MT) applied to  Features with attributes.  Having a view produces different classifications based on the view. It might simply change the weighting of attributes as discussed or it might include an interaction effect between attributes since they are not independent. Gary thought that in a bottom up approach sometimes harmonization would require be combining View/MTs.  This is new area and so research is needed. Dalia noted that this is also like the Perspective idea that Amit mentioned, but no one has worked with this.
Gary suggested that a mid-level formalized concept like “situation” might be a useful bridge between the type of bottom concepts that Ola talked about and also provide a context for views. Thus Ag-situations are one sub-type of Situation that helps add and modify dimensions relevant for an Ag view.
Pragmatics and Use Cases

The group briefly touched on understanding the purpose of an ontology.  Gary noted that INTEROP plans on employing use cases to get at the purposes of data and hence what used ontologies might help with. 

Ola and James agreed that Land Use might provide a good Use Case for INTEROP to start with. Ola will think about what might go into this and also if some of his local ontologies might be formalized for such use.

Bruce suggested that  metadata might be developed for use case explaining the purpose of the ontology.

Dalia TNM work briefed in the morning mentioned descriptions and terms was also useful since it uncovers what goes on in talk about scientific processes. Many of the annotations involved spatial relations and others in everyday terms. There were 2 broad categories - Description, generartor, ?
Greg Joiner talk about SWRL rules to formalize things and can perhaps add a summary to these notes. The example he offered was a Helicopter landing.  Where and what can hurt me? It depends if you are talking about huring the copter or people who leave from the copter.
